Title: Neural Network-based Text Representation for Ranking

In recent years, pre-trained language models have become increasingly popular in natural language processing (NLP) tasks. These models can be used to extract features from text data and preserve the semantic and syntactic information. For example, pre-trained models such as Amharic word2vec, GloVe, fastText, and BERT models, and Amharic BERT tokenizers have been released to reduce the need for heavily-engineered tasks [REF0]. These models can be fine-tuned with labeled data for specific tasks such as text classification, ranking, sentiment analysis, question answering, named entity recognition, natural language inference, co-reference, information extraction, and semantic parsing [REF0].

One example of the use of pre-trained language models is in the development of machine learning comment scoring systems. PerspectiveAPI, developed by Jigsaw, is a machine learning comment scoring system that uses a convolutional neural network to score individual comments according to several attributes using supervised training data labeled by crowd workers [REF3].

In the context of ranking, a fully automatic strategy based on a series of classifiers has been proposed to assess style strength and content preservation. The main classifier uses a pre-trained BERT encoder with a linear classifier on top fine-tuned with a batch size of 256 and sequences truncated at 32 tokens for 6 epochs with learning rate 1e-05 [REF4].

In addition, researchers have explored different variations of architectures to improve the performance of subtasks. For example, the sentence embeddings produced by SBERT are fed to a transformer block containing a multi-headed self-attention layer, its output is then averaged and concatenated with the bag-of-entities representation of the document before being fed to a multi-layer neural network. The output of each layer of this network is also fed to a dedicated neural network that produces the output of each subtask [REF7].

Finally, it is worth noting that pre-processing steps such as normalization, sentence segmentation, and tokenization are crucial for effective text representation. For example, in Amharic language processing, normalization of certain orders and tokenization using WordPiece tokenizer have been shown to be effective [REF8].

In conclusion, pre-trained language models and automatic strategies based on classifiers have shown promising results in ranking tasks. Effective pre-processing steps are also crucial for effective text representation.
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Title: Exploring Multimodal Information Retrieval

Multimodal information retrieval (MIR) is a field of research that aims to improve the effectiveness of information retrieval systems by combining different modalities, such as text, image, audio, and video. In this section, we will explore some of the recent developments in MIR, focusing on the use of personalization, PageRank, and clustering techniques.

Personalization is a key component of MIR, as it allows the system to adapt to the user's preferences and needs. One approach to personalization is to use topic-sensitive PageRank, which takes into account the topic distribution over a document and the topic distribution over the query [REF0]. Another approach is to use ObjectRank, which is an authority-based keyword search model that assigns scores to objects based on their relevance to the query [REF1].

Clustering techniques are also widely used in MIR, as they can help to identify patterns and relationships between different modalities. For example, tensor spectral clustering has been used to partition higher-order network structures in MIR [REF5]. In addition, statistical approaches to mechanized encoding and searching of literary information have been proposed [REF2].

PageRank is another important component of MIR, as it can be used to rank the relevance of different documents based on their content similarity. Topic-sensitive PageRank has been combined with content similarity metrics such as the cosine similarity and the Jaccard index, resulting in improved retrieval effectiveness [REF3]. SeCoDeGrMa is another model that uses PageRank to improve retrieval effectiveness by incorporating Sub and Mul SMOs [REF4].

In conclusion, MIR is a rapidly evolving field of research that offers many opportunities for improving the effectiveness of information retrieval systems. Personalization, clustering techniques, and PageRank are just a few of the many approaches that are being explored in this field. As the amount of multimodal data continues to grow, it is likely that MIR will become an increasingly important area of research in the years to come.
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Title: Exploring Different Textual Representations for Ranking in Neural Information Retrieval

In recent years, there has been a growing interest in exploring different textual representations for ranking in neural information retrieval. One of the most widely used pre-trained Language Models (PLMs) is BERT (Devlin et al., 2018) [REF0]. BERT is trained using the masked language modeling task that randomly masks some tokens in a text sequence, and then independently recovers the masked tokens by conditioning on the encoding vectors obtained by a bidirectional Transformer. In this work, we used a specific output from one of those layers to accomplish the calculation of a deep representation of the text. This operation can be expressed by: h0 = Hl0(texttok) hi = Hli(hi−1) [REF0].

Different ways of combining scores of a token from different sections have been tested to derive a full-text score for the token. In (Jimmy Lin, 2009) [REF1], the author found that computing the article score as the maximum score over all spans is superior to computing the score for an article as the sum of scores over all spans. In contrast, (Hearst & Plaunt, 1993) [REF1] found that using the sum of scores over all spans in scoring a document produces a superior ranking when evaluated on a dataset of 43 queries and 274 full-text documents.

The Aspect-Based Sentiment Analysis task is an extension of both the ATE and the SA tasks. The aim of the Aspect-Based Sentiment Analysis task is to detect the sentiment polarity associated with each aspect extracted, thanks to the ATE task. The sentiment score of every aspect detected is assumed to be the one associated with the portion of text in which it is contained. In order to do so, portions of the review are split using strong punctuation marks and some conjunctions. (Di Rosa and Durante, 2018) [REF2].

In the pre-processing stage, a root extraction algorithm was applied, and then a combination of Markov and fuzzy C-means was used for clustering. In the third stage, the DBN was used to build the Arabic classification model for each resulting cluster. The authors reported an F-score of 91.02%. Reference studied the effect of stemming techniques on Arabic document classification. For the pre-processing step, the authors picked three stemmers, one root-based, and two stem-based. (REF3).

The impact of the number of feedback documents and the 𝛽 parameter, which controls the emphasis of the expansion embeddings during the final document scoring, has been analyzed. When 𝑓𝑏 = 3, both Ranker and ReRanker obtain their peak MAP values. In addition, for a given 𝑓𝑏 value, the Ranker exhibits a higher performance than the ReRanker. Considering too many feedback documents causes a query drift, in this case by identifying unrelated embeddings. (REF4).

In dense retrieval, the documents and queries are represented using embeddings. Two distinct families of approaches have emerged: single representation dense retrieval and multiple representation dense retrieval. In single-representation dense retrieval, each query or document is represented entirely by the single embedding of the [CLS] (classification) token computed by BERT. Query-document relevance is estimated in terms of the similarity of the corresponding [CLS] embeddings. (REF7).

To alleviate the dependence of Neu-IR models on large-scale relevance supervision, leveraging weak supervision signals that are noisy but available at mass quantity has been proposed. Various weak supervision sources have been used to approximate query-document relevance signals, e.g., pseudo relevance labels generated by unsupervised retrieval methods, and title-document pairs. (REF9).

In conclusion, exploring different textual representations for ranking in neural information retrieval is an active area of research. Different approaches have been proposed, including the use of pre-trained Language Models, combining scores of a token from different sections, and leveraging weak supervision signals. These approaches have shown promising results and are expected to continue to advance the field of neural information retrieval.

References given to GPT:

[REF0] - paperID: bd23ce64a6422c1f73acf51675e53b7a06547da3 Title: UOBIT @ TAG-it: Exploring a Multi-faceted Representation for Profiling Age, Topic and Gender in Italian Texts Chunk of text: 3.2 Italian BERT Finally, we use a pre-trained BERT4 to accomplish the calculation of a deep representation of the text. One of the most widely used autoencoding pre-trained Language Models (PLMs) is BERT (Devlin et al., 2018). BERT is trained using the masked language modeling task that randomly masks some tokens in a text sequence, and then independently recovers the masked tokens by conditioning on the encoding vectors obtained by a bidirectional Transformer. Inside BERT, the information is passed forward crosswise transformer layers. In this work, we used a specific output from one of those layers, this operation can be expressed by: h0 = Hl0(texttok) hi = Hli(hi−1)

[REF1] - paperID: 27c12b8d9cfe4e88e513a53e620094e3a87a6ab2 Title: Measuring the relative importance of full text sections for information retrieval from scientific literature. Chunk of text: = !(#$%). Such scores for tokens can be added if the naive assumption of independence of the BM25 scores on which they are based is reasonably accurate. Now we test different ways of combining scores of a token from different sections to derive a fulltext score for the token. In (Jimmy Lin, 2009), the author found that computing the article score as the maximum score over all spans is superior to computing the score for an article as sum of scores over all spans. Spans in that work were paragraphs of full text documents from the TREC genomics collection, which consists of 36 topics (query questions) and manually annotated spans representing 2,477 full-text articles. In contrast, (Hearst & Plaunt, 1993) found that using the sum of scores over all spans in scoring a document produces a superior ranking when evaluated on a data set of 43 queries and 274 full text documents. Spans in (Hearst & Plaunt, 1993) are computed segments correlating with subtopics of a full text paper and are different from paragraphs.

[REF2] - paperID: bd23ce64a6422c1f73acf51675e53b7a06547da3 Title: UOBIT @ TAG-it: Exploring a Multi-faceted Representation for Profiling Age, Topic and Gender in Italian Texts Chunk of text: 4 Aspect-Based Sentiment Analysis The Aspect-Based Sentiment Analysis task is an extension of both the ATE and the SA tasks. In fact, the aim of the Aspect-Based Sentiment Analysis task is to detect the sentiment polarity associated to each aspect extracted, thanks to the ATE task discussed in Section 2. The possible polarity values are: Polarity Value neutral [0,0] positive [1,0] negative [0,1] mixed [1,1] Similarly to what we have done with the Aspect Category Polarity task at ABSITA 2018 (Di Rosa and Durante, 2018), we assumed that the sentiment score of every aspect detected in Section 2 is the one associated to the portion of text in which it is contained. In order to do so, we split portions of the review using strong punctuation marks and some conjunctions (especially the ones leading to sentiment inversion). For example, in the case of: Ottimo prodotto di marca, la qualita` e´ veramente notevole. Non e molto capi- ` ente ma si puo prendere un’altra ver-

[REF3] - paperID: cd52d4251de98217f32c3e556ea738ae97fc308d Title: Impact of Stemming and Word Embedding on Deep Learning-Based Arabic Text Categorization Chunk of text: A root extraction algorithm was applied in the pre-processing stage. Then, a combination of Markov and fuzzy C-means was used for clustering. In the third stage, the DBN was used to build the Arabic classification model for each resulting cluster. The experiment was conducted on 12,000 randomly selected documents from two different datasets. The authors reported an F-score of 91.02%. Reference studied the effect of stemming techniques on Arabic document classification. For the pre-processing step, the authors picked three stemmers, one root-based , and two stem-based , .

[REF4] - paperID: 44772b24ae2f68b77476c814b0607370f7195ddb Title: Pseudo-Relevance Feedback for Multiple Representation Dense Retrieval Chunk of text: However, if 𝐾 is too large, the returned embeddings contain more noise, and hence are not suitable for expansion – for instance, using 𝐾 = 64, feedback embeddings representing ‘innocent’ and ‘stunt’ are identified in Figure 2(b), which could cause a topic drift. Next, we analyse the impact of the number of feedback documents, 𝑓𝑏 . Figure 3(c) reports the MAP performance in response to different number of 𝑓𝑏 for both ColBERT-PRF Ranker and ReRanker. We observe that, when 𝑓𝑏 = 3, both Ranker and ReRanker obtain their peak MAP values. In addition, for a given 𝑓𝑏 value, the Ranker exhibits a higher performance than the ReRanker. Similar to existing PRF models, we also find that considering too many feedback documents causes a query drift, in this case by identifying unrelated embeddings. Finally, we analyse the impact of the 𝛽 parameter, which controls the emphasis of the expansion embeddings during the final document scoring.

[REF5] - paperID: 63483c9387d17e44eeb70c7321ad0dbb59b994fc Title: Universal Multimodal Representation for Language Understanding Chunk of text: Inspired by the previous success of visual-semantic embeddings, we apply neural image retrieval from the joint space to fetch a group of associated images. 3 UNIVERSAL REPRESENTATION FRAMEWORK This section overviews our universal representation framework. Given a sentence, we first fetch a group of matched images from our retrieval methods (details of our retrieval methods will be given in the next section). The text and images are encoded, respectively, by the text feature extractor and image feature extractor. Then the two sequences of representations are integrated using multi-head attention to form a joint representation, which is passed to downstream task-specific layers. Figure 1 overviews the whole multimodal representation model. 3.1 Encoding Layer 3.1.1 Text Encoder We pair each sentence with the top matched m images according to the retrieval method above.

[REF6] - paperID: 27c12b8d9cfe4e88e513a53e620094e3a87a6ab2 Title: Measuring the relative importance of full text sections for information retrieval from scientific literature. Chunk of text: Differences between all pairs of methods are statistically significant, except for the Max LogOdds and the Abs BM25 for the Set\_FT subset of PubMed Click Dataset. Based on these results we believe that log odds scoring is a useful approach for retrieval incorporating body text. The intuition behind it is that BM25 scores have a different meaning depending on the sections from which they are derived as illustrated in Fig 1. For a single query token, results in Figure 2 also suggest that the Sum scoring approach provides a better estimate of token importance than the Max scoring approach when using the log odds scoring for the Click dataset. If sections within a full text document were truly independent from each other, Sum LogOdds would be the ideal method to score a single query token over the multiple sections in a document. Figure 2. Average Precision for all query tokens is computed, averaged for each query and then over all queries for the PubMed Click dataset and its subset Set\_FT.

[REF7] - paperID: 44772b24ae2f68b77476c814b0607370f7195ddb Title: Pseudo-Relevance Feedback for Multiple Representation Dense Retrieval Chunk of text: Indeed, the BERT models have demonstrated further promise in being a suitable basis for dense retrieval. In particular, instead of using a classical inverted index, in dense retrieval, the documents and queries are represented using embeddings. Then, the documents can be retrieved using an approximate nearest neighbour algorithm – as exemplified by the FAISS toolkit . Two distinct families of approaches have emerged: single representation dense retrieval and multiple representation dense retrieval. In single-representation dense retrieval, as used by DPR and ANCE , each query or document is represented entirely by the single embedding of the [CLS] (classification) token computed by BERT. Query-document relevance is estimated in terms of the similarity of the corresponding [CLS] embeddings.

[REF8] - paperID: bd23ce64a6422c1f73acf51675e53b7a06547da3 Title: UOBIT @ TAG-it: Exploring a Multi-faceted Representation for Profiling Age, Topic and Gender in Italian Texts Chunk of text:   
 Figure 1: Scatter plot that shows the annotated score against the predicted score on the development set. We will now examine two reviews for which our regressor has the highest error. This is the text of the first review: “si autospenge proprio quando si necessita di usarla contelecomando”3 . This review was annotated with a score of 2, but the score assigned by our system is 4.75. This highlights a tendency of the system to give higher scores in uncertain cases. In this specific case we have no adjectives and two typing mistakes that result in no information from the lexicon and most of the words being disregarded as rare by our preprocessing pipeline. This suggests that a special treatment is needed for these specific cases where the classifier has fewer elements to take a decision.

[REF9] - paperID: 65c2d2ffe45569101860a7defc7cccbd36b3602a Title: Few-Shot Text Ranking with Meta Adapted Synthetic Weak Supervision Chunk of text: Moreover, they may often be overly confident and more unstable in the learning process (Qiao et al., 2019). A promising direction to alleviate the dependence of Neu-IR models on large-scale relevance supervision is to leverage weak supervision signals that are noisy but available at mass quantity (Zheng et al., 2019b; Dehghani et al., 2017; Yu et al., 2020). Through IR history, various weak supervision sources have been used to approximate querydocument relevance signals, e.g., pseudo relevance labels generated by unsupervised retrieval methods (Dehghani et al., 2017; Zheng et al., 2019b), and title-document pairs (MacAvaney et al., 2019). Recently, Zhang et al. (2020b) treat paired anchor texts and linked pages as weak relevance signals and propose a reinforcement-based data selection method ReInfoSelect, which learns to filter noisy anchor signals with trial-and-error policy gradients. Despite their convincing results, anchor signals are only available in web domains. Directly applying them to non-web domains may suffer from suboptimal outcomes due to domain gaps. To obtain weak supervision that adapts arbitrary domains, Ma et al.
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